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# Introduction

The rapid developments in the field of technology and information have driven continuous breakthroughs in Financial Technology. This has led to the improvement and innovation of financial models, reshaping supply chains and value chains for the financial industry [1]. As a new alternative electronic currency exchange system, cryptocurrencies have been widely recognized to have significant consequences for emerging markets and the global economy[2].

According to Google Trends, the term "cryptocurrency" reached its peak popularity in May 2021. With the popularity of cryptocurrencies among the public, many investors see profit opportunities. One of the most popular cryptocurrencies is Bitcoin[2]. Data from coingecko also shows that the price of Bitcoin, one of the most popular cryptocurrencies, increased by 405% in 2020 and 161% in 2021, with a market capitalization reaching 1.28 trillion dollars on November 9, 2021. Not only that, cryptocurrencies offer various attractive features. Ease of use, security, and decentralization. They can be accessed through various devices, providing secure and transparent identities. At the same time, transactions are anonymous, recorded on the underlying blockchain without involving intermediaries such as banks[3].

The high price volatility of cryptocurrencies is one of the reasons why some investors are reluctant to enter it’s market[4]. For instance, the price of Bitcoin has experienced more than 10% declines precisely 59 times in a single day. The most significant drop occurred on March 13, 2020, with a decrease of 35.19%. In the context of the stock market, it is noteworthy that the price of Bitcoin exhibits significant volatility. It is pertinent to mention that the stock market incorporates a Short Sale Price Test Circuit Breaker mechanism, triggered when the price experiences a decline exceeding 10% within a single trading day [1]. Therefore, a model that can predict cryptocurrency prices in the future is needed to assist investors in maximizing profits and minimizing losses.

Many studies have been conducted to predict time series using various techniques and data. For example, the use of Google Trends data with statistical models and Machine Learning techniques such as Vector Autoregression and Random Forest to forecast the movement of Bitcoin prices based on its price and popularity[5]. These studies indicate that search data can also be a predictor variable for investment assets. Furthermore, the use of Google Trends to predict retail sales, automotive sales, real estate, and tourist destinations has also reached similar conclusions[12]. Similarly, research on the relationship between the price of Bitcoin and its trends has also yielded positive results[2]. The relationship between the price and market volume of Bitcoin has also been proven to have correlation[10]. Based on this research, it can be concluded that the popularity and volume of cryptocurrencies are correlated with their prices.

In the realm of multivariate time series analysis, it is found that using multivariate models to predict stock prices yielded better results than univariate approaches[13]. Multivariate analysis has been applied for forecasting cryptocurrencies as well, by comparing three approaches using recurrent neural networks (RNNs): Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi-LSTM), and The Gated Recurrent Unit (GRU). Using five variables: closing price, opening price, highest price, lowest price, and volume for five cryptocurrencies, including Bitcoin, Ethereum, Cardano, Tether, and Binance Coin. The results showed that Bi-LSTM and GRU performed similarly with an average Mean Absolute Percentage Error (MAPE) of 0.0465712 for Bi-LSTM and 0.0446512 for GRU, while LSTM had a MAPE of 0.0529916. Although LSTM outperformed in the USDT and BNB datasets, it had higher variance compared to Bi-LSTM and GRU[14]. Relationship between Bitcoin prices and sentiment too have been used to predict bitcoin price, with a Mean Absolute Error (MAE) of 0.245, Mean Square Error (MSE) of 0.2528, and Root Mean Squared Error (RMSE) of 0.5028 [6].

These studies indicate that the use of deep learning techniques and sentiment analysis can significantly contribute to predicting Bitcoin price movements. However, with technological advancements especially in artificial intelligence, more sophisticated and effective models have emerged. One of the most advanced models as of 2023 is the transformer model with it’s self-attention mechanism, which has gained popularity with the emergence of Chat GPT (Chat Generative Pre-Trained Transformer) that has captured global attention. According to Google Trends, the keywords "Transformer Deep Learning" and "Transformer Model" have increased in popularity since early 2022, reaching their peak in March and June 2023.

"Attention is All You Need" is the title of a scientific paper presented by A. Vaswani, et al. from Google in 2017. They proposed a novel model that is an improvement over recurrent-based models for Natural Language Processing (NLP) using self-attention mechanism, named Transformer[7]. With it’s architecture, transformer can understand language surpassing other model before it in various benchmark (i.e. Machine Translation, English Constituency Parsing). One of the model that uses transformer are Bidirectional Encoder Representations from Transformers (BERT) which has been used for text translation, text classification, and other use case.

One of the subfield of text classification are sentiment analysis, before the discovery of transformers there were many sentiment models using recurrent mechanism for various fields, including social, health, and political aspects. But there are still few sentiment analysis model specifically targeted at the cryptocurrency field, especially using transformer infrastructure. Some examples include CryptoBERT by ElKulako, trained using 3.2 million social media posts from platforms like StockTwits, Telegram, Reddit, and Twitter about cryptocurrencies[9]. Another is CryptoBERT by kk08.

Transformer models have been used in various fields, not only to determine sentiment scores from sentences but also for forecasting time series data. For example, the ability of transformer models to predict Bitcoin and Ethereum prices using sentiment analysis. Comparing them with LSTM models the results showed that LSTM models outperformed transformer models. The transformer model trained using Bitcoin data had an MSE of 0.00037, MAPE of 0.05816, and MAE of 0.01432, while LSTM had an MSE of 0.00032, MAPE of 0.04613, and MAE of 0.01346. This study also found that models trained with Bitcoin data showed improvement in predicting Ethereum prices compared to models trained with Ethereum data alone[15]. In 2020, another scientific paper titled "A Transformer-Based Framework for Multivariate Time Series Representation Learning" proposed using the same architecture for time series forecasting and found that the transformer model outperformed other models (Rocket, Long-Short Term Memory, XGBoost, etc.)[8].

Inspired by the mentioned studies, this research aims to further explore the use of transformer models in predicting Bitcoin prices by considering sentiment analysis and popularity using data from Twitter, Reddit, and Google Trends. The integration of transformers in analyzing sentiment up to predicting Bitcoin prices with obtained variables will be explored. Due to hardware limitations, Google Colab is used partly to run the program, and natural language processing tokenization is limited to 256 tokens..
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# Method

Before you begin to format your paper, first write and save the content as a separate text file. Keep your text and graphic files separate until after the text has been formatted and styled. Do not use hard tabs, and limit use of hard returns to only one return at the end of a paragraph. Do not add any kind of pagination anywhere in the paper. Do not number text heads-the template will do that for you.
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## Abbreviations and Acronyms
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## Units

* Use either SI (MKS) or CGS as primary units. (SI units are encouraged.) English units may be used as secondary units (in parentheses). An exception would be the use of English units as identifiers in trade, such as “3.5-inch disk drive.”
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## Equations

The equations are an exception to the prescribed specifications of this template. You will need to determine whether or not your equation should be typed using either the Times New Roman or the Symbol font (please no other font). To create multileveled equations, it may be necessary to treat the equation as a graphic and insert it into the text after your paper is styled.

Number equations consecutively. Equation numbers, within parentheses, are to position flush right, as in (1), using a right tab stop. To make your equations more compact, you may use the solidus ( / ), the exp function, or appropriate exponents. Italicize Roman symbols for quantities and variables, but not Greek symbols. Use a long dash rather than a hyphen for a minus sign. Punctuate equations with commas or periods when they are part of a sentence, as in

*a* + *b* = g (1)
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* The prefix “non” is not a word; it should be joined to the word it modifies, usually without a hyphen.
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An excellent style manual for science writers is [7].
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